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Introduction to Artificial Intelligence (AI)

Source: https://www.threads.com/@priyank.ahuja/post/DHBJn93taes/media



What AI is?

• AI is a probability engine

• It produces the most likely 
    response, not the correct one

• It does not “understand” — it 
     calculates likelihood



What AI Does 
Well?

AI excels at tasks that are:

• Repetitive

• Pattern-based

• Large-scale

• Draft-oriented

Examples:

• Summarizing long documents

• Drafting code or queries

• Searching across large rule sets 
(like plan provisions)

• Identifying inconsistencies or edge 
cases

• Accelerating internal analysis



What AI Does 
Not Do Well?

AI struggles with:

• Context

• Judgment

• Nuance

• Ethics

• Accountability

Importantly:

• AI does not know when it is 
wrong

• AI will generate confident answers 
even when incorrect

• AI does not understand fiduciary 
duty, materiality, or intent.







What AI is 
Not?

AI is not:

• A replacement for expertise

• A substitute for human judgment

• An authority

• An independent decision-maker

AI does not:

• Make decisions

• Assume liability

• Understand consequences

• Exercise discretion

• Every AI output still belongs to a 
human.



One Key Concept 
for Trustees

AI changes how work is done, not 
who is accountable.

• Decisions remain human
• Oversight remains human
• Responsibility remains human

This reality is what creates the need 
for AI governance — not fear of the 
technology, but clarity about 
accountability.



AI Governance: 
What Trustees Need to Govern

• Ensure human oversight
• Transparency in AI-generated content
• Avoid bias in AI outputs
• Balance efficiency with responsibility



Why AI Governance 
Matters Now

AI is already embedded in:

• Software platforms
• Vendor workflows
• Communications and reporting
• The risk is no longer use, but 

unchecked use
• Boards remain accountable 

whether AI is disclosed or not



AI Governance 
≠ 

AI Management

• Boards govern principles and accountability

• Staff and vendors manage tools and 
workflows

• Trustees should not approve models, 
prompts, or vendors

• Trustees must define:
- Boundaries
- Oversight expectations
- Accountability



Core 
Governance 
Principles

• Human oversight (AI is 
advisory)

• Transparency when AI 
materially influences 
outcomes

• Bias awareness and fairness

• Security and data protection

• Accountability always 
remains human



Duty of CareCare

Duty of LoyaltyLoyalty

Oversight of providers using AIOversight

Delegation ≠ AbdicationDelegation

Fiduciary Lens
AI does not reduce fiduciary duty.  It increases the need for clarity and controls.



New Risk Categories 
Trustees Must Consider

Attacks
• Credential harvesting
• Data poisoning

Opacity
• “We didn’t know AI was used”

Errors
• Confident but incorrect outputs
• Silent propagation through reports

Fraud
• Deepfake instructions
• AI-assisted social engineering



Attacks                    Fraud                       Errors



AI & Existing Oversight 
Frameworks

• Fiduciary liability insurance

• Cyber liability insurance

• Auditor expectations

• Public records & disclosure 
concerns



Internal Controls Still Matter 
(Now More Than Ever)

“AI accelerates errors as efficiently as it accelerates good work.”

• Segregation of duties

• Independent review

• Verification of outputs

• No single point of failure



developing 
an acceptable 
use policy for 
generative AI



AI Policy Development

Principle based

Fiduciary anchored

Technology agnostic

Immediately adoptable 

Designed to age well
Boards do not need to understand AI.
They need to govern it. 



What an AI 
Policy Should 

(and Should Not) 
DO

Should do:

• Establish: Principles

• Preserve: Accountability

• Require: Human review

• Apply to: Vendors

Should NOT do:

• Approve: Tools

• Define: Technical standards

• Create: Micromanagement



Verify Everything
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